**Sr. DevOps/Cloud Engineer/SRE**

**Name: Naveen k**

**Summary**

* Around 10+ years of IT industry experience as a Linux Administrator, DevOps Engineer, Build and Release Engineer and Cloud Engineer with Amazon Web Services (AWS), Microsoft Azure, seeking to leverage proven continuous integration and Deployment skills to raise quality. Automated the provisioning of Tomcat application, Apache web instances through Ansible.
* Expertise in Amazon AWS Cloud Administration which includes services like: EC2, S3, EBS, VPC, ELB, Custom AMI’s, SNS, RDS, IAM, Security Groups, Route 53, Auto scaling groups, Cloud Front, Cloud Watch, Cloud Trail, Cloud Formation, AWS Ops Works.
* Configuring an Entire CI/CD pipeline on AWS, for Software Release Workflows used AWS Code Pipeline, to Build and Test Code AWS Code Build, Deployment Automation with AWS Code Deploy, Unified CI/CD Projects on Code Star.
* Experienced and integrated in Azure Pipelines, Jenkins Azure Repo, and GitHub as tools for CI/CD pipeline and Deployment options as Portal, PowerShell, and SDK’s, Classic Git Deployment or Using Resource Manager Templates.
* Hands on Experience working with the Microsoft Azure Cloud Services and deployed the servers through Azure Resource Manager Templates or Azure Portal. Configured Docker containers for Branching purpose and deployed using AWS Elastic Beanstalk.
* Provision, configure, and manage AWS infrastructure resources using code and templates. Monitor and enforce infrastructure compliance, Template Infrastructure Provisioning using AWS CloudFormation and Chef Configuration management using AWS Ops-Works. Used Ansible to automate the Cassandra Tasks such as new installations/configurations and Basic Server Level Checks
* Experience in designing AWS Cloud Formation templates to create custom sized VPC, subnets, NAT to ensure successful deployment of Web applications and database on cloud infrastructure. Experience with Docker, Kubernetes, swarm and clustering frameworks.
* Building and Deploying Microservices architecture using Containers or Serverless computing using Production Docker Platform (ECS) and Serverless Computing using (AWS Lambda). Experience in integrating code quality tools such as SonarQube, in CI/CD pipelines. Experience working on several Docker components like Docker Engine, Hub, Machine, Compose and Docker Registry.
* Working knowledge in Ansible to manage all existing servers and automate the build and configuration of newly provisioned servers. Used Ansible to automate the Cassandra Tasks such as new installations/configurations and Basic Server Level Checks
* Managed servers on the Amazon Web Services (AWS) platform using Ansible/chef configuration management tools and Created instances in AWS as well as migrated data to AWS from on - premises to cloud infrastructure.
* Experience in building writing and building multiple cookbooks in Chef, and implemented environments, roles, data bags in Chef for better environment management. Managing DNS, LDAP, FTP, Tomcat & Apache web servers on Linux servers.
* Good knowledge and experience in using Elasticsearch, Kibana and fluentd, CloudWatch, Nagios, Splunk, Prometheus and Grafana for logging and monitoring. Helped customers implement Monitoring System (Kafka, Zookeeper) in the Kubernetes Cluster.
* Experience in developing Chef Recipes to configure, deploy and maintain software components of the existing infrastructure.
* Experience in the areas of DevOps Practices, CI/CD Pipeline, Docker, Kubernetes, AWS/Azure and Build and release management.
* Experience in Cloud computing on Google Cloud Platform with various technology like Dataflow, Pub/ Sub, Big Query and all related tools. Experienced working on CI/CD allowing to deploy to multiple client Kubernetes or AWS environments.
* Experience working on various DevOps technologies/ tools like: GIT, SVN, Maven, Gradle, ANT, Jenkins, Bamboo, Puppet, Chef, Ansible, Docker, Kubernetes, AWS and Azure. Implemented Kubernetes for Orchestration with Docker.
* Hands-on experience with Devops tools like Chef, Puppet, Ansible, Docker, Jenkins, Prometheus, Grafana, Dynatrace and AWS.
* Major focus on Configuration, SCM, Build/Release Management, Infrastructure as a code (IAC) and as Azure DevOps operations Production and cross platform environments Integration and Continuous Deployment (CI/CD) in AWS, DevOps for Continuous
* Experience in System Administration, System Builds, Server builds, Installs, Upgrades, Patches, Migration, Troubleshooting, Security, Backup, Disaster Recovery, Performance Monitoring and Fine - tuning on UNIX Red Hat Linux Systems.
* Extensive experience using MAVEN and ANT as build tools for the building of deployable artifacts (jar, war & ear) from source code.
* Managed all the bugs and changes into a production environment using the Jira tracking tool and Confidential Service management tool. Day to day job included but not limited to handling Tickets, Monitoring, Troubleshooting and maintenance.
* Involved in setting up JIRA as defect tracking system and configured various workflows, customizations, and plugins for the JIRA bug/issue tracker. Integration and Continuous Deployment (CI/CD), and Terra form, Ansible, Puppet for Configuration
* Experience in AWS Cloud platform and its features which includes EC2, VPC, EBS, AMI, SNS, RDS, Cloud Watch, Autoscaling, Cloud Front, IAM, S3. Experience in system monitoring with Nagios, CloudWatch, ELK (Elasticsearch, Logstash, Kibana), Splunk, JIRA. Installed Workstation, Bootstrapped Nodes, Wrote Recipes, and Cookbooks and uploaded them to Chef-server.
* Experience in Cloud Administrator on Microsoft Azure, involved in configuring virtual machines, storage accounts, resource groups, Function applications, application insights, Service Bus, VM scale set with custom script, App service deployment and Azure SQL server. Built S3 buckets & managed policies for S3 buckets and used S3 bucket & Glacier for storage and backup on AWS.
* Experience in Converting existing AWS Infrastructure to Server less architecture (AWS Lambda, Kinesis), deploying via Terraform and AWS Cloud Formation templates. Integration of Maven/Nexus, Jenkins, Git, Confluence, JIRA and Cloud Foundry.
* Supported, configured, troubleshot, and maintained multiple server environments like Windows and Linux (Ubuntu, CentOS, RHEL (Red Hat Enterprise Linux)). Extensively worked on DevOps essential tools, like Jenkins, Bamboo, AWS Code Pipeline for Continuous
* Management, and Docker, Kubernetes, AWS Elastic Container Services (ECS), Kubernetes Services (AKS), Helm for Containers and Container Orchestration, and Splunk, Prometheus, Nagios, Cloud. Expertise in working with Bug Tracking Tool like JIRA.
* Watch for monitoring the Environment, and New Relic, Grafana, Elastic Search for Analytics and Visualization, and Jira for Collaboration and bug tracking and reporting, and Maven, Ant for Build Management, and Git, SVN for Version Controlling, and most of the Cloud Resources available in AWS clouds.
* Installed and managed Middleware tools through Puppet such as WebSphere Application Server 7.x/8.x, JBOSS GA7/EAP6, IBM IHS, Apache & Tomcat. Extensively worked on Hudson, Jenkins for CI and for End-to-End automation for all build and deployments.
* Experience working with Puppet Enterprise and Puppet Open Source. Installed, configured, upgraded and managed Puppet Master, Agents & Databases. Integration of Puppet with Apache and Passenger.
* Created Custom as well as downloaded pre-written Modules and Manifests, Worked and utilized Puppet hierarchy files, facts, and global variables. Experience in working on source control tools like Tortoise SVN, CVS, IBM Clear Case, Perforce, and GIT.
* Extensively worked on Jenkins/Hudson by installing, configuring and maintaining for the purpose of continuous integration (CI) and for End-to-End automation for all build and deployments. Knowledgeable on scripting languages as Python hands on experienced.
* Managed Amazon Web Services like EC2, S3 bucket, RDS, EBS, ELB, Auto-Scaling, AMI, IAM through AWS Console and API Integration with Puppet Code. Strong knowledge on source controller concepts like Branches, Merges and Tags.
* Worked with Chef Enterprise Hosted as well as On-Premises, Installed Workstation, Bootstrapped Nodes, Wrote Recipes and Cookbooks and uploaded them to Chef-server, Managed On-site OS/Applications/Services/Packages using Chef as well as AWS for EC2/S3/Route53 & ELB with Chef Cookbooks. Experienced in setting up CI/CD pipelines using Jenkins and building the art factories. Experience is using Tomcat, JBOSS, Web Logic and WebSphere Application servers for deployments.
* Experience NIC bonding/NIC Teaming configuration in Linux/UNIX/Windows/VMware systems to increase the bandwidth or redundancy based on requirement by the application. Expertise in implementation and maintenance of Apache Httpd, SMTP, DHCP, NFS, NIS, NIS+, LDAP, DNS, SAMBA, SQUID, Postfix, send mail, FTP, Remote Access, Security Management & Security trouble shooting skills. Experience using MAVEN and ANT as build tools for the building of deployable Artifacts from source code.
* Experienced with the installation, configuration of volume management using VERITAS Volume Manager 5.1/6.0 and Solstice Disk Suite on Solaris and experienced in RAID configurations. Experience with Chef Enterprise and hosted as well as on premises.
* Expertise in designing and implementing Computer layers like Amazon Machine Image (AMI) Design and Customization, Automation Scripts. Achieved CI/CD Pipeline by using GitHub, Jenkins, Artifactory, Ansible Playbooks.
* Designed, Architected, and implemented the Platform as a service built for multi-tenant platform within the Hybrid cloud infrastructure within AWS and GCP. Responsible for installing Kubernetes and deploying applications on containers in Kubernetes.
* Monitored and managed the cloud infrastructure within AWS and Google cloud infrastructure and configured the AWS DNS to route the traffic between AWS and GCP configured each tenant on the platform.
* Worked extensively on building and maintaining clusters managed by Kubernetes, Linux, Bash, GIT, Docker, on GCP (Google Cloud Platform). Organized different infrastructure resources like physical machines, VMs and even containers using Terraform.
* Setup the private Docker registry using the Nginx and Jfrog Artifactory, managed major architecture changes from single server large software system to a distributed system with Docker and Kubernetes orchestration.
* Experience in Ansible playbooks for virtual instance provisioning, configuration management, patching and software deployment.
* Installed, Configured, Managed Monitoring Tools such as Splunk, Nagios, iCinga for Resource Monitoring/Network Monitoring/Log Trace Monitoring. Experienced in pivotal cloud Foundry and OpenStack for continuous automated deployment.
* Installation, Configuration and Management of RDBMS and No Sql tools such as SQL Server 2008/2012/2014, MySQL, DB2, PostgreSQL, MongoDB, and Cassandra. Experience in Backup Tools like NetBackup, Veeam Backup and Replication Suite.
* DevOps/Cloud experience with building, automating, and deploying various applications in different On Prem/cloud environments.
* Excellent understanding on containers (both Linux and KVM) and container deployment technologies Docker and Kubernetes(K8S). Deployed containers using VMware Workstation, Open-source Virtual Box and Vagrant + Virtual Box solution for development, with docker for micro services. Introduced GCP as a viable solution in a multi-cloud environment at leading office supply retailing client. Used Ticketing & Project Management tools like Jira, Team Foundation Server in DevOps, Service Now, and HPQC. Developed Puppet modules to automate deployment, configuration, and lifecycle management of key clusters.
* Expertise with container-based application deployments using Docker, writing Docker files, Spinning Docker Images, designing Docker master-worker workflow, uploading the images to Docker Hub, and making use of AWS ECR.
* Building CI/CD infrastructure for Vendor Apps. Brought up both Open Source and Cloud bees Jenkins using Docker based container images. Integrated Jenkins Job Builder (JJB) for creating Build and Deploy Jobs by pulling the source code from SCM and using Groovy/Python/Bash scripts. Spin Jenkins Worker instance for running build jobs with containerized application images.
* Experience in Installing Firmware Upgrades, kernel patches, systems configuration, performance tuning on Unix/Linux systems.
* Linux/Unix Systems Administration experience in Installation, configuration, administration, troubleshooting, tuning, security, backup/ recovery and upgrading LINUX (RED HAT, SUSE, CENTOS).

**Technical Skills: -**

|  |  |
| --- | --- |
| **Operating System** | Linux (RedHat 4/5/6/7, CENTOS) Unix, Solaris 11/10/9/8, Ubuntu 12/13/14, Windows NT, Windows 8, 12, 12R2, MacOS. |
| **Cloud Platforms** | AWS, Azure, GCP |
| **Web Technologies** | HTML, CSS, XML, AJAX |
| **Automation Tools** | Jenkins, Chef, Puppet, Ansible, Kickstart, Jumpstart |
| **Virtualization Technologies** | Windows Hyper-V, VMware ESXi, Virtual Box, vCenter, vSphere, Power VM |
| **Containerization Tools** | Kubernetes, Docker, OpenShift, Spinnaker |
| **Application/Web Server** | Tomcat, Apache, Application Server, Oracle WebLogic Server |
| **CI and Build Tools** | ANT, Maven, Hudson, Bamboo |
| **Testing and ticketing tools** | SonarQube, Selenium, JIRA, ServiceNow, Remedy, Connect Wise, |
| **Monitoring and Logging Tools** | Nagios, Splunk, ELK, Datadog, Dynatrace |
| **Version Control Tools** | GIT, GitHub, Subversion, Bit-Bucket, CVS. |
| **Scripting** | Python, Shell Scripting, Ruby Scripting, Power Shell, YAML Perl |
| **Database Systems** | Oracle 10g/9i, SQL Server, MySQL, SQL Server, NoSQL, Mongo DB, Cassandra |
| **Networking/Protocol** | DNS, DHCP, Cisco Routers/Switches, NIS, NFS, WAN, SMTP, LAN, FTP/TFTP, TCP/IP |

**Work Experience**

**Client: Mercedes-Benz Financial Services, Fort Worth, TX June 2022 to till Date**

**Sr Devops /Azure/Aws Engineer**

* SRE for a team that involves different development teams and multiple simultaneous application/software releases Managed Services like EC2, S3 Bucket, Route53, ELB, EBS etc. Created ECS Container Clusters, Target Groups, and ALBs using Terraform.
* Worked on google cloud platform (GCP) services like compute engine, cloud load balancing, cloud storage, cloud SQL, stack driver monitoring and cloud deployment manager. Implemented Rad builds in Anthill Pro and automated build, deploy process.
* Setup GCP Firewall rules to allow or deny traffic to and from the VM's instances based on specified configuration and used GCP cloud CDN (content delivery network) to deliver content from GCP cache locations drastically improving user experience and latency. Responsible for handling the performance issues of applications deployed in AWS environment.
* Implemented MAVEN builds to automate artifacts like jar, war and ear implemented continuous integration using tool Jenkins.
* Worked on GKE Topology Diagram including masters, slave, RBAC, helm, kubectl, ingress controllers GKE Diagram including masters, slave, RBAC, helm, kubectl, ingress controllers.
* Experience in Microsoft Azure Cloud Computing development and support. Moderate and contribute to the support forums (specific to Azure Networking, Azure Virtual Machines, Azure Active Directory, Azure Storage).
* Experience in using Cloud Infrastructure management and Implementation Working experience on various Azure services like Compute (Web Roles, Worker Roles), Azure Websites, Caching, SQL Azure, NoSQL, Storage, Network services, Azure Active Directory, Scheduling, Auto Scaling, and Power Shell Automation.
* Setup GCP Firewall rules to allow or deny traffic to and from the VM's instances based on specified configuration and used GCP cloud CDN (content delivery network) to deliver content from GCP cache locations drastically improving user experience and latency.
* Extensive working experience with different SDLC methodologies such as Agile and Waterfall with an ability to be creative and to take self-initiatives to execute/manage multiple projects in parallel during time critical situations.
* Involved in Architecting, building and maintaining highly available secure multi-zone AWS cloud infrastructure utilizing Chef with AWS CloudFormation and Jenkins for continuous integration Configured Cloud Watch Alarms for AWS resources like EC2, ELB, RDS etc. Deploy and monitor scalable infrastructure on Amazon web services (AWS) & configuration management using Chef
* Managing Amazon Web Services (AWS) infrastructure with automation and configuration management tools such as Chef, or custom-built designing cloud-hosted solutions, specific AWS product suite experience
* Good knowledge in managing Sona type Nexus/antifactory repositories for the maven artifacts and dependencies.
* Coordinated with different project teams on build and release planning efforts for better view on release process and policies for projects early in SDLC. Created Three tier Architecture WAF, WEB, and APP layers using CloudFormation templates.
* Responsible for nightly and weekly builds for different modules. Build and deployed the java applications onto different environments.
* Expertise in creating builds using Shell Scripts, ANT/MAVEN scripts manually and automated.
* Ability in development and execution of XML and Perl Scripts. Proficiently used JIRA and Confidential Service Manager tool to track all the defects and changes related to Build and Release Involved in Chef and Puppet for Deployment on Multiple platforms.
* Wrote Chef cookbook, recipes to automate installation of applications, middleware infrastructure like Apache Tomcat and configuration tasks for new environments etc. and used Test-Kitchen for testing and developing cookbooks in DEVOPS
* Installed and configured Ansible Tower with multi-AZ configuration across multiple environments backed up by RDS for state preservation Scripting experience in Python, PowerShell, Groovy, Ruby for automation purposes.
* Installed Zookeeper on Kafka and configured it to maintain a checkpoint of how much stream is processed through Kafka
* Configured LDAP and maintained organizations within tower to support multiple teams and maintain segregation of duties across prod and non-prod environments Configured call backs to Ansible tower to provision machines during auto scaling.
* Administered and Engineered Jenkins for managing weekly Build, Test and Deploy chain, SVN/GIT with Dev/QA/Prod Branching Model for weekly releases Created Ansible playbooks to install & configure Kafka to replicate topics across a multi-AZ cluster.
* Used GitHub as source code repositories and managed Git repositories for branching, merging and tagging and analyses and resolve conflicts related to merging of source code in GIT. Created JIRA intake request pages for multiple teams across LOB
* Created Jenkins jobs to build infrastructure and configure Route53 record sets by utilizing Cloud formation Nested Stacks
* Worked with the DEV team on building full CI/CD pipeline on Jenkins and configured Git with Jenkins and schedule jobs using Poll SCM option Wrote PowerShell script to fully automate the installation of an application without human interpretation.
* Configured Watcher alerts to send PagerDuty events allowing us to trigger, acknowledge and resolve incidents.
* Worked extensively on building and maintaining clusters managed by Kubernetes, Linux, Bash, GIT, Docker, on GCP (Google Cloud Platform).
* Created virtual instances with Docker. Deployed Docker Engines in Virtualized Platforms for containerization of multiple apps.
* Created Lambda Function for RDS Database replication from East to West and created Lambda Function to stop RDS instances during off hours and start during business hours Involved in Setup and Configuration of Puppet Configuration Management.
* Deployed Azure IaaS Virtual Machines (VM’s) and PaaS role instances (Cloud Services) into secure VNet’s and subnets, designed VNet’s and Subscriptions to confirm to Azure Network Limits. Extensive experience on configuring Amazon EC2, Amazon S3, Amazon Elastic Load Balancing IAM and Security Groups in Public and Private Subnets in VPC and other services in the AWS.
* Utilized AWS CLI to automate backups of ephemeral data-stores to S3 buckets, EBS and create nightly AMIs for mission critical production servers as backups. Implemented Chef Cookbooks for OS component configuration to keep AWS server's template minimal. Developed and supported the Red Hat Enterprise Linux based infrastructure in the cloud environment.
* Maintained and developed Docker images for a tech stack including Cassandra, Kafka, Apache, and several in house written Java services running in Google Cloud Platform (GCP) on Kubernetes.
* Extensively used Google stack driver for monitoring the logs of both GKE and GCP instances and configured alerts from Stack driver for some scenarios. Managed network security using Load balancer, Auto-scaling, Security groups and NACL.
* Installed and configured an automated tool Puppet that included the installation and configuration of the Puppet master, agent nodes and an admin control workstation. I have good working experience in Azure Logic apps, service Bus, Document DB and SQL Database. Installed Ansible Registry for local upload and download of Docker images and even from Docker hub.
* Installed File beat and Configured ELK for monitoring applications in DEV/QA/PROD and configured ELK Visualizations and Dashboards and ELK email alerts Created MBM plans for application/software releases in Production Environment
* Extensively worked on Jenkins CI/CD pipeline jobs for end-to-end automation to build, test and deliver artifacts and troubleshoot the build issue during the Jenkins build process. Managing Jenkins artifacts in Nexus repository and versioning the artifacts with time stamp, Deploying artifacts into servers in AWS cloud with ansible and Jenkins.
* Monitored and managed the cloud infrastructure within AWS and Google cloud infrastructure and configured the AWS DNS to route the traffic between AWS and GCP configured each tenant on the platform. Expertise in working with Bug Tracking Tool like JIRA.
* Created continuous integration system using Ant, Jenkins, Puppet full automation, Continuous Integration, faster and flawless deployments. Installed and administered GIT source code tool and ensured the reliability of the application as well as designed the branching strategies for GIT. Experienced in working on Scripting languages Python, Ruby, Shell, Bash.
* Deployed and configured Git repositories with branching, forks, tagging, merge requests, and notifications.
* Installed/Configured and Managed Nexus Repository Manager and all the Repositories, Created the Release process of the artifacts.
* Experience on working with on-premises network, application, server monitoring tools like Nagios, Splunk, AppDynamics and on AWS with CloudWatch monitoring tool

**Client: New York State, Albany, New York Oct 2021 to May 2022**

**AWS DevOps /Azure Engineer**

* Experience in migrating on premises to Windows Azure using Azure Site Recovery and Azure backups. Experienced in authoring and building Azure Logic apps, Logic App integration, Publishing and monitoring Logic Apps and Logic App diagnostics.
* Imported and managed multiple corporate applications into Tortoise SVN. Involved in migration of Artifactory & GIT server.
* Worked on with build tools such as Maven, Gradle, and Bazel used Git for revision control; Gerrit for code review.
* Provided end-users training for all Tortoise SVN, JIRA, and Terraforms users to effectively use the tool.
* Created & maintained cookbooks and recipes in Chef, playbooks in Ansible for continuous deployment of resource.
* Build server deployment on Cloud (EC2) servers with the help of DevOps tools like Puppet.
* Experienced on creating and managing Azure Virtual Machines, Cloud Services and Storages by using Azure Power-shell scripting.
* Worked on creation and managing IT infrastructure and application stack using AWS Cloud Formation and writing the template file using JSON. Involved in developing the Azure Solution and Services like IaaS and PaaS.
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* Involved in the implementation of analysis, optimization, troubleshooting and documentation of LAN/ WAN networking systems.
* Utilized agile software development methodologies including pair programming, continuous integration, and scrum events.
* Worked on and run agile projects for a DevOps team to help deliver critical functionality to a cloud- based service.
* Developed and performed unit testing using JUnit framework in a Test-Driven environment (TDD)
* Good experience in developing web applications implementing MVT/MVC architecture using Django, Flask, Webapp2 and spring web application frameworks. Created and wrote Azure Resource Manager Templates in JSONeditor.
* Creating Chef Cookbooks and Recipes to maintain and automate various parts of infrastructure.
* Responsible for configuration changes, code building, code staging, build automation and deployment using tools like Octopus which also includes scripting in command line, Python, PowerShell, Perl.
* Configuration on WebSphere which includes writing Linux scripts- Shell scripting.
* Created S3 bucket to host a static website with logging and versioning and customizing the template as per the client's requirement.
* DB administration and scripting in SQL, MySQL, Oracle databases for report generation and data management.
* Created lambda and wrote lambda function in Python script to stream the data from S3 bucket to Elasticsearch.
* Customized the log monitoring for a better and convenient reading of the logs by creating the indices and passing them on to Elasticsearch which provides a URL for Kibana access. Built and deployed a Chef Server in AWS for infrastructure automation.
* Responsible for designing & deploying new ELK clusters (Elasticsearch, Logstash, Kibana, beats, Kafka, zookeeper.
* Responsible for merging, tagging and conflict resolution in GIT and administered version control systems to create daily backups and checkpoint files. Responsible for User Management, Plugin Management and new job design and setup in Jenkins.
* Good experience in converting build.xml into pom.xml to build applications using Maven.
* Experience on creating Azure VM, Cloud services and Storages by using Azure Power-shell Script.
* Created scripts for system administration and AWS using languages such as BASH and Python.
* Involved with continuous integration system with GIT version control repository and continually build as the check-in's come from the developer. Worked on integrated JIRA with subversion and Jerkins to automate the weekly build process.
* Involved in editing the existing ANT/MAVEN files in case of errors or changes in the project requirements.
* Jenkins is used as a continuous integration tool for automation of daily processes. Used SQL queries to check the data integrity on an Oracle database. Documented the entire build and release engineering process and provided on call support.
* Managed datasets using Panda data frames and MySQL, queried MYSQL database queries from python using Python-MySQL connector and MySQL dB package to retrieve information. Involved in checking the quality of the code by using SonarQube.
* Experience in load balance Windows VM in Azure to create high available application with Azure PowerShell and Azure Virtual Network for Windows VM with Azure PowerShell.  Experience in Backup and restore files for Windows VM in Azure cloud.
* Transformed data among servers using tools SQL Server Integration Services and BCP.
* Configured and administrated Net backup policies, which include Windows and Linux agents, VMware SAN backups, Oracle and SQL agents, and Net backup Accelerator for servers up to 380 TB in size. Written Python scripts and PowerShell for setting up baselines, branching, merging, and automation processes across the environments using SCM tools like GIT on Linux and Windows platforms.
* Implementing VPC, Auto Scaling, S3, EBS, ELB, Cloud Formation templates and CloudWatch services from AWS.
* Used Maven dependency management system to deploy snapshot and release artifacts to Nexus to share artifacts across projects and environments. Built applications using Maven, Gradle scripts. Continuous Integration using Maven, Jenkins, Hudson.
* Working knowledge/exposure in TOMCAT APACHE, WEB LOGIC & WEB SPHERE, formulated and executed designing standards for DNS servers. Responsible for Installing, administering, repository management, User management in Nexus.
* Involved in security testing, Windows Server Administration (WSUS), Infrastructure Solutions, ADD and DNS.
* Used SVN for source code repository, code integration, Defect tracking in JIRA and HP QC.
* Deploy application code using CI/CD pipeline with Azure DevOps in Azure cloud, scale VM build automation using Azure DevOps in Azure VM agent plug-ins. Web application development using Web forms, C#, VB.net, JCL, Jscript and AJAX control.
* Worked on creating documents in Mongo database and maintained the versions using GIT and sending the release notes for each release. Developed the project in Linux environment and Used Agile Methodology and SCRUM Process.
* Supported the issues seen in the tool across all the teams for several projects.
* Instituted configuration and systems management via Ansible, inventoried and standardized system configurations and package installations trained other team members in the use of Git and Ansible. Created deployment tickets using Jira for build deployment in production. Worked with development, QA, and Automation engineers to research, design, and develop test automation units.
* Using Jenkins AWS Code Deploy plugin to deploy and Chef for unattended bootstrapping in AWS.
* Experience in Implementation of MVC architecture using Spring MVC and SOAP web service and SOAPUI and Creating data pipelines using Apache Spark, a big-data processing and computing framework.
* Worked in the DevOps team, delivered new agile environments & build/release/configuration and deployment automation/monitoring using Jenkins, ant, maven, antifactory, chef, custom scripting, and Jira for ticketing.
* Expertise in migrating the existing v1 (Classic) Azure infrastructure into v2 (ARM), scripting and templating the whole end to end process as much as possible so that it is customizable for each area being migrated.
* Expertise in Azure infrastructure management (Azure Web Roles, Worker Roles, SQL Azure, Azure Storage, Azure AD Licenses).
* Experience in architecting Azure IaaS, Azure Hybrid Identity, Azure Governance, Azure web jobs, Azure search.
* Involved in designing and deploying multitude applications utilizing almost all of the AWS stack (Including EC2, Route53, S3, RDS, Dynamo DB, SNS, SQS, IAM) focusing on high-availability, fault tolerance, and auto-scaling.
* Managing AWS infrastructure and automation with CLI and API. working on Inbound and Outbound services with automation CHEF. Deployed multiple resources simultaneously, using CloudFormation templates in AWS.
* Template AWS infrastructure as a code using Terraform to build staging and production environments.
* Maintained and developed Docker images for a tech stack including Cassandra, Kafka, Apache, and several in house written Java services running in Google Cloud Platform (GCP) on Kubernetes. Installed Red Hat Linux on Intel Machines, Configured File Systems and Raw – Devices
* Created and designed the Terraform templates to create custom sized VPC, NAT subnets, for deployment of Web applications and databases. Created Shell and Python Scripts to automate creation of AMI's through pre-boot and bootstrapping techniques.
* Handled migration of on premises applications to cloud and created resources in cloud to enable this. Used all critical AWS tools, used ELBs and Auto-Scaling policies for scalability, elasticity, and availability.

**Client: AT&T Richardson, Texas Jul 2019 to Sep 2022**

**Linux Admin/ Cloud Engineer / DevOps Engineer**

* Worked on installation, configuration, and maintenance Debian/Redhat, CentOS and Suse Servers at multiple Data Centers.
* Deploy and monitor scalable infrastructure on Amazon web services (AWS) & configuration management using puppet.
* Installed/Configured/Managed Puppet Master/Agent. Wrote custom Modules and Manifests, downloaded pre-written modules from puppet-forge. Upgradation or Migration of Puppet Community and Enterprise. Integrated Maven builds to Anthill Pro.
* Developed and supported the Red Hat Enterprise Linux based infrastructure in the cloud environment.
* Proficient in using all Amazon Web Services including EC2, EBS, IAM, S3, ELB. Experience working with production servers at multiple data centers. Configured RedHat Kickstart for installing multiple production servers.
* Experience in migration of consumer data from one production server to another production server over the network with the help of Bash and Perl scripting. Installation, Configuration and administration of VMware. Used Puppet for Monitoring system and automation. Installed and configured monitoring tools Nagios for monitoring the network bandwidth and the hard drives status.
* Experience in AWS, which included managing applications in the cloud and creating instances.
* Developed automation scripting in Python (core) using Puppet to deploy and manage Java applications across Linux servers.
* Worked on Version controller like GIT and integration tools: Jenkins Logged events from forced crash dumps and troubleshoot server issues. Configured confidential repository server for installing packages from a centralized server.
* Installed Fuse to mount the keys on every Debian Production Server for password-less authentication. Experience with Configuration Management Tools (PUPPET, Ansible). Installed and configured DCHP server to give IP leases to production servers.
* Management of RedHat Linux user accounts, groups, directories, and file permissions.
* Installation, Configuration and administration of DNS, LDAP, NFS, NIS, NIS+ and Send mail on Redhat Linux/Debian Servers.
* Performance monitoring using Sar, Iostat, VMstat and MPstaton servers and also logged to munin monitoring tool for graphical view.
* Installation and configuration of PostgreSQL database on RedHat/Debian Servers. Performed Disk management with the help of LVM (Logical Volume Manager). Created and maintained network users, user environment, directories, and security.
* Implementing and maintaining a Continuous Delivery process using GitHub(hooks), Build tools like maven, Jenkins, and management tools like Puppet, and used custom scripts. Planning, deploying, monitoring and maintaining Amazon AWS cloud APM
* Perform Active Directory Services administration and management to include design, cleanup and routine maintenance and configuration. Create and maintain AD environment management documentation on as as-necessary basis.
* Assist and guide application integration into Directory service including LDAP and service account management.
* Written Lambda functions in Python for AWS Lambda, Kinesis, and Elastic Search, which invokes python and Bash Shell scripts to perform various transformations and analytics on large data sets in EMS clusters.
* Configured and maintained Jenkins to implement the Continuous Integration (CI) process and integrated the tool with Maven to schedule the builds and store Artifacts. Utilized Bit bucket, Bamboo, and Crucible and integrated with Jira and Confluence.
* Manages to use ANT and MAVEN as a build tool on Linux projects for the development of build artifacts on the source code like GitHub and Subversion (SVN). Configuration and Administration of Apache Web Server and SSL.
* Responsible for knowledge transfer (KT) and on-boarding support for the different Developer teams on Bit bucket, Bamboo, Crucible, Jira, and MS Build. Migrated on-premises CI/CD environment to GCP-based deployment at a point-of-sale technology client. Installed packages with Confidential and rpm. Configured, managed ESX VM’s with virtual center and VI client.
* Also developed CI/CD pipeline with Jenkins on Google's Kubernetes container environment, utilizing Kubernetes and Docker for the runtime environment for the CI/CD system to build, test, and deploy. Dockized applications by creating Docker images from Docker file. Run Jenkins on-top of Kubernetes to drive all automation with web-hooks tied into our Git system.
* Developed procedures to unify streamline and automate applications development and deployment procedures with Linux container technology using Docker swarm. Working with DevOps practices using AWS, Elastic Bean stalk and Docker with Kubernetes.
* Virtualized the servers using the Docker for the test environments and dev-environments needs and configuration automation using Docker containers. Configured AWS Config for setting up CloudTrail and compliance check on AWS Resources like S3.
* Worked on google cloud platform (GCP) services like compute engine, cloud load balancing, cloud storage, cloud SQL, stack driver monitoring and cloud deployment manager. Written python scripts to containerize Dockers and orchestrate it using Kubernetes. Installed EC2 stack using Cloud Formation as well as with Terraform scripts and also created customized AMI's to launch in the desired EC2 instances. Created monitors, alarms and notifications for EC2 hosts using Cloud Watch.
* Experienced in creating Security groups, VPC with customized Subnets, Internet Gateways, and Routing tables for Stack setup as well as VPN Tunneling in AWS cloud environment. Worked with migration of AWS cloud to Azure cloud and migrated various applications to cloud.  Managed to set up EC2 instances with Nginx, Tomcat servers, and also installed Docker in the AWS cloud.
* Worked with a robust team to architect AWS operations and automation using AWS CLI/APIs for various services like EC2, EBS, VPC, ELB, EBS, EKS, ECS, IAM, S3, Route53, RDS, SNS, Auto-Scaling, Storage Gateway, Cloud Watch, Cloud Formation.
* Worked on supporting client's AWS support services and worked on operating and deploying company's infrastructure to AWS. Responsible for creating, configuring, and deploying instances on the AWS environment, along with handling CloudWatch, Elastic Search, and managing security group on AWS.
* Worked on deploying web applications using Circle CI and controlled the deployment process through Circle CI to run Terraform configuration in automation. Worked on implementing Terraform modules to deploy applications across multiple Cloud Provides.
* Worked on pipelines to drive all Microservices built out to the Docker registry using Circle CI and deployed it to Kubernetes.
* Worked on developing dev/test/prod environment on Docker container using Kubernetes and deployed the containerized applications to Kubernetes. Worked in setting up the CI/CD pipeline utilizing Jenkins, Chef, Git, Bitbucket, and Terraform.
* Worked on reducing the downtime of APP team by migrating production workload from the old cluster to Kubernetes HA cluster.
* Worked on monitored, logging, and altering Kubernetes cluster by deploying Prometheus and Grafana using Helm chart.
* Worked on supporting Enterprise Data Warehouse consisting of Virtual Private cloud, Private and Public Subnets, Internet Gateway, Route Tables, Security groups and more services by building and configuring a virtual data center in AWS.

**Hospital Corporation of America (HCA), Nashville, TN Apr2017 to Apr2019 Linux/Unix Administrator**

* Confidential configuration & package installation through Confidential. Configuring and deploying iSCSI server and Client.
* Installation of Red Hat Enterprise Linux. Configuration and troubleshooting for Red Hat Linux.
* Handling troubleshooting issues like boating, RPM packages, User management and backup. IP bonding for load balancing and fail over, Firewall, SELINUX. Hosting and securing web pages using Apache (httpd) web server and ssl.
* Configuration and administration of LDAP, NFS, FTP, SAMBA and POSTFIX Servers in Red Hat Enterprise Linux. Performances, CPU and Memory monitoring of Red Hat Enterprise Linux. TCP/IP Networking troubleshooting and Linux Network Administration
* Create, deploy and manage Linux and windows VM using Red Hat Enterprise Virtualization Manager, which includes moving and migrating VM from one cluster to another cluster or within the same cluster.
* Experience in implementing PowerShell scripts to automate creating contacts from Active Directory users Heartbeat clustering for high availability in Apache. Experience in Windows 2003 and2008 Active Directory Installation and Configuration.
* Installed and configured ESXi 5.0, 5.1 Servers on Blade servers. Creating Virtual machines. Creation of templates from VMs and Creation of VMs from templates. System Installation and Configuration (RHEL, Solaris, Windows Servers).
* Configure vCenter Server 5.0, 5.1 in production environment and created many clusters and enabling HA and DRS for Load balancing and High Availability. Worked on Migration concepts like VMotion, SVMotion and cold migration.
* Performed physical to virtual (P2V) and (V2V) migrations for approximately 50 physical servers utilizing VMware Converter.
* Worked closely with network/incident analysts and IC analysts to monitor current attack and threat information to identify.
* Installation, configuration, support and security implementation on following services:
* DHCP Range of IP, assigning fixed IP to MAC address, SSH: Configuring Servers, password-less authentication configuration, NFS: Configuration, administration, on demand mounting,
* SAMBA Sharing folders, printers with Win32 & Win64 system, Creating SAMBA users, NIS: Server and client configuration, DNS: Server configuration and maintenance, HTTPD: Apache web server maintenance, installation, configuration, managing web hosting including name-based, secure and private site, monitoring web server performance, certificate generate, security checks and periodic upgrades, manage user accounts, back up

**Client: Microsoft Corporation, Bangalore Apr 2015 to Nov2016**

**Role: AWS Cloud Engineer**

* Worked as a DevOps Engineer for a team that mainly worked closely with many proprietary tools and Open-source tools like Jenkins, Gerrit, AWS, JIRA, etc. Used for development and deployment of internal tools and programs. Continuous Integration using Maven, Jenkins, Hudson.
* Configured and maintained the AWS Lambda function to trigger when there is a Jenkins build kicked off, which internally gets stored on AWS S3 bucket for everybody to access. Created Route53 to route traffic between different regions. Worked with Security groups & Network ACLs.
* Managed data warehouse using Amazon RedShift to analyze all data using SQL& existing business intelligence tools. Converted existing AWS infrastructure to serverless architecture (AWS Lambda, Kinesis) deployed via Terraform&AWSCloud formation. Involved in migration of Artifactory &GIT server. Monitored and maintained the AWSS3buckets which contained all the packets of each build. Each packet had metadata files which were extracted to proceed with the flash testing. Transformed data among servers using tools SQL Server Integration Services and BCP.
* Integrated AWS Dynamo DB using AWS lambda to store the values the items and backup the Dynamo DB streams and implemented Terraform modules for deployment of applications across multiple cloud providers. Web application development using Web forms, C#, VB.net, JCL, Jscript and AJAX control.
* Configured AWS Identity and Access Management (IAM) Groups and Users for improved login authentication. Provided policies to groups using policy generator and set different permissions based on the requirement along with providing Amazon Resource Name (ARN).
* Working knowledge/exposure in TOMCATAPACHE, WEB LOGIC & WEB SPHERE, formulated and executed designing standards for DNS servers.
* Led implementation of Azure Active Directory for single sign-on access to thousands of cloud SaaS applications like Office 365, Dropbox. Also configured Azure Role-based Access Control (RBAC)to segregate duties within our team and grant only the amount of access to users that they need to perform their jobs. Created lambda and wrote lambda function in Python script to stream the data from S3 bucket to Elasticsearch.
* Deploying infrastructure on AWS utilizing services such as EC2, RDS, VPC and Managed Network and Security, Route 53, Direct Connect, IAM, Cloud Formation, AWS Ops Works (Automate operations), Elastic Beanstalk, AWS S3, Glacier, (Storage in the cloud) and Cloud Watch Monitoring Management.
* Experienced in creating AWS IAM and Security Group in Public and Private Subnets in VPC. Created AWS Route53 to route traffic between different regions. Launched AWS and Open Stack instances (SUSE/ Ubuntu/ CentOS) and configured launched instances with respect to specific applications.
* Implementing AWS Lambda functions to run scripts in response to events in Amazon Dynamo DB table, S3 buckets, HTTP requests using Amazon API Gateway. Implementing VPC, Auto Scaling, S3, EBS, ELB, Cloud Formation templates and CloudWatch services from AWS.
* Involved in creating, configuring AWS VPC services, installed EC2 instances for the new development team, and used AWS Route 53 to maintain the traffic and to create the DNS name. Create a custom image of an Azure VM with Azure PowerShell and create a VM scale set and deploy a high available app on Windows with Azure PowerShell. Experience in load balance Windows VM in Azure to create high available application with Azure PowerShell and manage Azure Virtual Network for Windows VM with Azure PowerShell.  Experience in Backup and restore files for Windows VM in Azure cloud.
* Configured and administrated Net backup policies, which include Windows and Linux agents, VMware SAN backups, Oracle and SQL agents, and Net backup Accelerator for servers up to 380 TB in size. Written Python scripts and PowerShell for setting up baselines, branching, merging, and automation processes across the environments using SCM tools like GIT on Linux and Windows platforms.
* Configured three types of blobs: block blobs, page blobs, and append blobs in Azure for storing large amount of unstructured object data such as text or binary data, that can be accessed from anywhere via HTTP or HTTPS. Worked with many other parallel DevOps teams inside the company that involved a huge cluster of Continuous Integration Systems which involved many channels of the existing servers.
* Involved in Developing a Restful service using Python Django framework and created an entire application using Python Django, MySQL, and Linux.  Implemented SQL Alchemy (ORM) which is a Python library for complete access over SQL as Python objects.
* Expertise in troubleshooting issues regarding repo-sync, monitoring of build issues, code committing issues with Gerrit and Phabricator. Responsible for migration of Flash testing codes from Gerrit server to internal GIT server. Built and deployed a Chef Server in AWS for infrastructure automation.
* Worked on creation of custom Docker container images, tagging and pushing the images to the Docker repository for further use and managed a Docker deployment pipeline for custom application images in the cloud using Jenkins.
* Installed and used Chef Server enterprise on-premises, workstation and bootstrapped the nodes using Knife command. Created various Roles& Environments& used Chef Handlers for auto kick-off requirement jobs. Implemented Chef Recipes for Deployment on build on internal Data Centre Servers. Also re-used and modified same Chef Recipes to create a Deployment directly into Amazon EC2 instances.
* Deployed & configured Chef Server &Chef solo including bootstrapping of client nodes for provisioning; Managed & configured hundreds of servers using Chef. Written several Chef Cookbooks &Recipes with Ruby scripting to automate the installation of WebLogic domain &JDK & customized Recipes from Chef Supermarket to align. DB administration and scripting in SQL, MySQL, Oracle databases for report generation and data management.
* Experienced working with Ansible tower. Integrating Ansible tower with Jenkins to deploy code to different servers. Played a key role in converting 200+ existing Jenkins jobs into the new pipeline process. Prepared document on the process of migrating Jenkins jobs from development environment to production server. Created S3 bucket to host a static website with logging and versioning and customizing the template as per the client's requirement.
* Created and Maintained Chef Recipes and cookbooks to simplify and expedite deployment of applications and mitigate user error. Migration of all nodes from ansible configuration system to Chef system. Configuration on WebSphere which includes writing Linux scripts- Shell scripting.
* Developed build used Maven as build tools and used CI tools to kick off the builds move from one environment to other environments. Working with setting up of Continuous Integration processes with build, release, and test. Utilized internal tools and Jenkins tools to perform and implement Continuous Integration processes. Creating Chef Cookbooks and Recipes to maintain and automate various parts of infrastructure.
* Configured & managed an ELK stack, setup the Elasticsearch ELK Stack to collect, search & analyze log files from across the servers. Evaluated system logs using ELK software stack. Involved in security testing, Windows Server Administration (WSUS), Infrastructure Solutions, ADD and DNS.
* Design an ELK system to monitor and search enterprise alerts. Installed, configured and managed the ELK Stack for Log management within EC2 / Elastic Load balancer for Elastic Search. Monitored performance of the applications and analyzed log information using ELK (Elasticsearch, Logstash, Kibana).
* Migration of the Source Code from TFS to GIT-HUB, Responsible for design and maintenance of the GIT Repositories, views, and the access control strategies Used sub modules in GIT and trained the new users on working with sub modules in GIT.
* Developed and scheduled bash shell scripts for various activities (deployed environment verification, running database scripts, file manipulations, in TFS. Worked with different bug tools like JIRA, IBM Clear Quest. Used SVN for source code repository, code integration, Defect tracking in JIRA and HP QC.
* Experience in designing and developing infrastructure using Terraform and Cloud Formation and automated end to end transit hub connectivity resource deployment in AWS. Proficient in using version control tool like Team Foundation Server(TFS) and VSTS, SVN.Experience in creating Docker images using a Docker file, created Dockerswarm clusters and maintained the swarm setup using Kubernetes Orchestration for cloud-based applications. Expertise in deploying the code through web application servers like Web Sphere, Web Logic, Apache Tomcat, JBOSS.
* Experienced in configuring and managing Puppet master server and in updating and creating modules and pushing them to puppet clients.
* Experience with Jenkins and Hudson by installing, configuring and maintaining for continuous integration (CI) and for End to End automation for all build and deployments. Expertise in building CI/CD pipeline, upstream/downstream projects, multi-branch pipelines with the help of Jenkins.
* Experience in utilizing Continuous Integration and Continuous Deployment through Agile Methodology to deliver weekly software deployments through Bamboo. Experience with setting up Ansible Infrastructure, Boot strapping nodes, creating and uploading playbooks.
* Experienced in using Maven as build tool for the building of deployable artifacts (Jar, war, ear) from source code and writing pom.xml and build.xml for Java and J2EE Applications. Experienced in using ANT, Gradle to create dependency jars and deploy the entire project on to the Apache Tomcat Server.
* Experienced in Branching, Merging, Tagging and maintaining the version across the environments using SCM tools like GIT, GitLab in Gitbash CLI, Bit bucket and Subversion (SVN) on windows and Linux platforms. Integration and Continuous Deployment (CI/CD), and Terra form, Ansible, Puppet for Configuration Experienced in using RDS, MYSQL, Aurora DB, PostgreSQL, Dynamo DB and Cassandra DB to perform basic database administration.
* Experience in using Nagios, Splunk as a monitoring tool to identify and resolve infrastructure problems before they affect critical processes and improving the performance of servers. Experience in Configuring and maintaining Networking services and protocols such as LDAP, DNS, NFS, DHCP, and SSH.Experienced in creating scripts for system administration and AWS using languages such as PowerShell, Bash, Shell, Perl, and Python.
* Management, and Docker, Kubernetes, AWS Elastic Container Services (ECS), Kubernetes Services (AKS), Helm for Containers and Container Orchestration, and Splunk, Prometheus, Nagios, Cloud Introduced GCP as a viable solution in a multi-cloud environment at leading office supply retailing client. Extensively worked on DevOps essential tools, like Jenkins, Bamboo, AWS Code Pipeline for Continuous
* Experience in AWS Cloud platform and its features which includes EC2, VPC, EBS, AMI, SNS, RDS, Cloud Watch, Autoscaling, Cloud Front, IAM, S3.
* Experience in Cloud Administrator on Microsoft Azure, involved in configuring virtual machines, storage accounts, resource groups, Function applications, application insights, Service Bus, VM scale set with custom script, App service deployment and Azure SQL server.
* Experience in Converting existing AWS Infrastructure to Server less architecture (AWS Lambda, Kinesis), deploying via Terraform and AWS Cloud Formation templates.
* Developed PowerShell scripts to automate the project creation, setting permissions for users, groups in TFS. Developed automation scripting in Python using Chef to deploy & manage Java .Net applications across Linux/Windows servers.
* Experience with Red Hat Linux kernel, memory upgrades, and swaps area. Installed RedHat Linux using Kickstart & Sun Solaris with Jump Start. Configured DNS, DHCP, NIS, NFS in Sun Solaris 8, 9& other Network Services. Involved in checking the quality of the code by using SonarQube.
* Supported300+ Linux servers in production/stage/development environment. Built and Configured LINUX Servers in AWS Cloud Environment. Built .NET 4.5 applications from Ubuntu Linux Bash. Responsible for Installing, administering, repository management, User management in Nexus.
* Responsible for configuration changes, code building, code staging, build automation and deployment using tools like Octopus which also includes scripting in command line, Python, PowerShell, Perl.

**Environment*:*** AWS (EC2, EBS, S3, VPC, Code Deploy, Code Commit, Elastic search, Lambda, API Gateway, Route 53 (DNS), ECS, CloudFormation, RDS, Dynamo DB, SNS, SES, SQS, IAM, RedShift, Ops Works), Maven, Chef, Ansible, Docker, Kubernetes, OpenStack (kilo/ Juno), Jenkins, GIT, Bit-Bucket, Python, Jira.

**Client: Microsoft Corporation May 2013 to Mar 2015**

**Devops Engineer**

* Involved in AWS provisioning and managing services like EC2, Elastic Load Balancers, VPC, Cloud Watch, Cloud Front, Elastic Container Service, S3, Dynamo DB, Cloud Trail, IAM, SQS. Used GitHub repository for storing Terraform files and maintaining versioning.
* Wrote Terraform scripts to automate builds and deployments. Created Terraform script to register image to ECR. wrote terraform scripts to create a ECR Repository and ECR policies and roles in AWS Environment. Installed Docker Registry for local upload and download of Docker images and even from Docker hub.   Created Terraform modules for AWS automation within the Production, Staging, and Development environments.
* Maintained user account AWS IAM roles, Groups, Policies, assuming roles cross-account, as well as maintaining the trust relationships between accounts.
* Implemented standards for "Labels", "Branches", "Tags", "Executables" and other Naming Conventions. Wrote shell scripts to Push the Docker Images into AWS ECR. Configured backend to all Terraform environments and directories using S3 and Dynamo DB.
* Collaborated with Development and Support teams to set up a Continuous Delivery environment with the use of Docker, continuous build and delivery tools.  Created two separate Jenkins pipelines for running Terraform scripts and the other to Push the Docker Images and Update the latest Image.
* Created Chef Cookbooks to automate system operations. Created monitors, alarms and notifications for EC2 hosts using Cloud Watch.
* Worked closely with the Splunk monitoring team to set up various logging metrics including Cloud Watch, Kinesis Streams all logging to S3 destinations using Terraform scripts. Deployed Dockers in AWS FARGATE by using ECS Orchestrator. Used JIRA as the bug tracking tool to review and fix the bugs and as Scrum Agile tool. Performed S3 buckets creation, policies and on the IAM role based polices and customizing the JSON template.
* Used Maven to automate the build and deployments for Java based projects and stored the binaries of the projects in JFROG Artifactory.
* Implemented and maintained the monitoring and alerting of production and corporate servers or storage using AWS cloud watch. Developed UNIX and Shell Scripts for the purpose of manual deployment of the code to different environments.  Managed Maven project dependencies by creating parent-child relationships between projects. Deployed the applications into Tomcat Servers, Utilized WAR and JAR files for deployment of enterprise apps.
* Defined and Implemented Software Configuration Management Standards based on Agile/Scrum methodologies, in line with organization.
* Conduct daily SCRUM meetings, to address issues and build issues in Dev/QA. Worked on Designing and approving the AWS architecture diagrams and release models. Worked on Various AWS services like EC2, IAM, Cloud watch, Cloud Formation, ELB, Auto Scaling, RDS, Lambda, Route53, S3, SNS.
* Designed roles and group and created users using AWS Identity Access Management (IAM) and managed security using Security Groups and IAM policies.
* Worked closely with development teams to integrate their projects into the production AWS environment and ensure their ongoing support.
* Implemented and maintained the monitoring and alerting of production and corporate servers using AWS Cloud watch and New Relic.
* Utilized Cloud watch to monitor resources such as EC2, CPU memory, Amazon to design high availability applications on AWS across availability zones.
* Worked in automation of Software Configuration Management (SCM) including repository setup, branching, merging, release management processes.
* Worked on CI (Continuous Integration) and CD (Continuous Deployment) methodologies by creating the master-slave architecture and integrating the Jenkins with various tools such as Git, SonarQube, Junit, etc. by using different types of plugins available in Jenkins.
* Worked in writing Chef Cookbooks to automate the deployment process and integration of Chef Cookbooks into Jenkins jobs to execute or process the Continuous Delivery Pipeline. Managed Amazon Web Services infrastructure with automation and configuration management tools such as Ansible.
* Developed Python Scripts for the purpose of manual deployment of the code to the different environments and E-mail the team when the build is completed. Deploying and validating the applications automated through the Jenkin spipe line using groovy script.
* Troubleshooted various networking, hardware &Linux server's services issues and performing preventive maintenance.
* Migrated the production infrastructure into an Amazon Web Services VPC utilizing the AWS Cloud Formation, EC2, S3, Snowball, managing the infrastructure using Ops Works, CloudWatch, EBS, Route53, IAM. Designed AWS Cloud Formation templates to create custom sized VPC, subnets, NAT to ensure successful deployment of Web applications and database templates. Worked on setting up Splunk to capture and analyze data from various layers Load Balancers, Webservers and application servers and debugged production issues and log the AWS S3 storage that stores the sites traffic activity.
* Utilized AWS CLI to automate backups of ephemeral data-stores to S3 buckets, EBS and created AMIs for mission critical production servers as backups.
* Designed and configured Azure Virtual Networks (V Nets), subnets, network settings, DHCP address blocks, DNS settings, security policies and routing.
* Automated the infrastructure using Terraform and making it auditable by storing all the infrastructure changes in a version control system like GIT.
* Involved in development of test environment on Docker containers and configuring the Docker containers using Kubernetes. Managed Kubernetes charts using Helm. Created reproducible builds of the Kubernetes applications managed Kubernetes manifest files and Managed releases of Helm packages. Created Docker images using a docker file, worked on docker snapshots, and managing docker volumes.
* Developed multiple chef cookbooks from scratch and implemented automation with vagrant, chef on AWS for application testing, deployment and development. Deployed Azure IaaS virtual machines (VMs) and Cloud services (PaaS role instances) into secure subnets.
* Deployed web applications using Chef by developing the Cookbook. Also, responsible for creating and importing all the environments required to run the project. Responsible for managing distributed applications across hybrid AWS and physical data centers.
* Utilized Ansible Tower as Configuration management tool, to automate repetitive tasks, quickly deploy critical applications and proactively manage change. Used Terraform in AWS Private Cloud to automatically setup and modify settings by interfacing with control layer.
* Installed and configured Jenkins and created master and slave nodes for handling multiple builds installing plug-in wherever required for the implementation of those builds. Managed Version Control Subversion Git Hub enterprise and automated current build process with Jenkins with proposed Branching strategies to accommodate code in various testing cycles. Wrote Groovy Scripts for administrative tasks and management of the server infrastructure. Developed build and deployed scripts using Maven as build tools in Jenkins to move from one environment to another environment. Implemented Chef best practices and introduced test kitchen to facilitate a more natural cookbook development workflow. Configured multiple cookbooks, recipes, templates and attributes on workstations to be deployed to various Chef Nodes
* Worked on JIRA as defect tracking system and configured various workflows, customizations, and plug-ins for the JIRA with GIT and Jenkins.
* Configured an AWS Virtual Private Cloud and database Subnet Group for isolation of resources within the RDS. Installed, configured and maintained Application/Web servers like HTTP, WebSphere on Red Hat Linux. Used AWS CLI command line client and management console to interact with AWS resources and APIs. Worked on Kubernetes to deploy scale, load balance, manage docker containers with multiple names spaced versions.
* Designed, configured and managed public, private cloud infrastructures utilizing AWS including EC2, Auto-Scaling in launching EC2 instances, Elastic Load Balancer, Elastic Beanstalk, S3, Glacier, Cloud Front, RDS, VPC, Direct Connect, Route53, Cloud Watch, Cloud Formation, IAM, SNS.
* Implemented and maintained Monitoring and alerting of production and configuration such as EC2 and Storage as S3 buckets using AWS Cloud watch.
* Managed Amazon Redshift clusters such as launching the cluster and specifying the node type and used AWS Beanstalk for deploying and scaling web applications and services developed.  Implemented multi-tier application provisioning in OpenStack cloud, integrated it with Chef/Puppet.
* Created Jenkins job to build the artifacts using maven and deploy the Terraform templates to create the stack. Worked on Docker open-source b the deployment of applications inside software containers. Implemented new Docker container creation process for each GitHub branch gets started on Jenkins as CI server. Used JIRA Confluence for handling documentation, running automated tests, JIRA bug tracking management.
* Worked with Ansible playbooks for virtual and physical instance provisioning, configuration management, patching and software deployment.
* Used Ansible to manage web applications, configuration files, used mount points, packages and worked on playbooks for Ansible in YAML.
* Worked with Jenkins for any automation builds which are integrated with GIT as part of infrastructure automation under continuous integration (CI).
* Extensively worked on Jenkins, CI/CD Pipeline jobs for end-to-end automation to build, test and deliver artifacts and troubleshoot the build issue during the Jenkins build process. Implemented a GIT mirror for SVN repository, which enables users to use both GIT and SVN and used Maven as build tool on Java projects for the development of build artifacts on the source code. Installed, configured and administrated all Linux servers, includes the design and selection of relevant hardware to Support the installation/upgrades of Red Hat (6/7), CentOS 6/7, operating systems.

**Environment:**AWS, OpenStack, Terraform, Chef, Ansible, Docker, Kubernetes, Jenkins, Maven, Git, New Relic, Python, Apache Tomcat, JIRA, Java, Database, Linux